Vision is the most widely studied and dominant sensory system in human and nonhuman primates. Of the total surface area of the cerebral cortex roughly 50% in macaque monkey, and 20 to 30% in human, is largely or exclusively involved in visual processing (Van Essen, 2004; Van Essen & Drury, 1997). Intensive study of vision in nonhuman primates, and particularly the macaque, has produced a detailed anatomical and functional description of processing at many levels of the neural visual pathway. In the past 20 years, the advent and development of functional brain imaging, and in particular functional Magnetic Resonance Imaging (fMRI), has enabled the detailed study of cortical, and in some cases subcortical, visual processing in humans. This chapter will synthesize findings from both human and nonhuman primates toward an understanding of the visual processing stream.

**VISUAL PROCESSING BASICS**

Vision is the process of extracting information about the external world from the light reflected or emitted by objects and surfaces. How light is reflected off an object or surface is determined by many factors including orientation, texture, movement, and absorbance. Thus, the reflected light carries information about those objects or surfaces and interpreting its pattern can aid an organism in interacting effectively with its environment. As an evolved biological system, the goal of vision is not to produce a veridical description of the external world but a description that facilitates adaptive behavior. Those aspects of the input that contain information critical for behavior will be emphasized and those aspects that carry little information will be discarded.

Vision begins at the eye with light passing through the cornea (refracts light), pupil (controls how much light enters the eye), and the lens (adjustably focuses light) onto the retina at the back of the eye. At the retina, photoreceptors convert the photons to electrochemical signals that are relayed along the optic nerve. The primary visual pathway from the optic nerves to the cerebral cortex passes through the dorsal Lateral Geniculate Nucleus (LGN) of the thalamus to the primary visual cortex (V1 or striate cortex) in the occipital lobes at the posterior of the brain.

In thinking about the challenges of visual processing, it is important to remember that primates receive visual input through two constantly moving eyes and process that information in two cerebral hemispheres. Each eye receives input from a limited area of visual space termed the visual field of that eye (Figure 4.1). Due to the horizontal separation of the eyes, their visual fields are spatially shifted and do not overlap completely. To produce a unified percept of the external environment, the brain must be able to align the images in the two eyes (Parker, 2007) and maintain and register information across eye movements (Melcher & Colby, 2008).
Figure 4.1 Visual fields and initial visual pathway. The overall visual field comprises a central binocular zone (double lines) and peripheral monocular zones (single lines). Size in vision is measured in terms of visual angle, the angle subtended on the retina. At a distance of 57 cm from the eyes, a stimulus 1 cm in size subtends 1 degree of visual angle. A useful approximation is that the width of the thumbnail at arms length is about 1.5 degrees of visual angle (O'Shea, 1991). The visual field of each eye is approximately 160 degrees and the overall visual field is approximately 200 degrees, with the binocular zone subtending approximately 120 degrees. Light from the point of fixation (thin dotted gray lines) falls on the fovea of each eye. In the binocular zone, light from the left visual field (thin black dotted lines) falls on the left nasal retina and the right temporal retina (and vice versa for light from the right visual field). The ganglion cell axons leave the retina via the optic disk. Signals from the left visual field are in dark gray, signals from the right visual field in light gray. Signals from the left eye are in solid lines, signals from the right eye in dotted lines. At the optic chiasm, the nerve fibers from the nasal retina of each eye crossover, so that each optic tract carries a complete representation of one half of the visual field to the contralateral LGN.

Within the binocular zone of the visual field, light reflected from the same point in space will hit the nasal retina in one eye and the temporal retina in the other eye (see Figure 4.1). These signals come together at the optic chiasm, where the optic nerves from the nasal retina of each eye crossover and join with the nerve fibers from the temporal retina of the other eye. Therefore, the optic tracts leaving the chiasm organize visual information by hemifield, with each tract conveying information about the contralateral visual field. This organization by visual field is maintained in the LGN and into V1. However, signals from the two eyes still remain segregated within each optic tract. Thus, each hemisphere receives visual input primarily from the contralateral visual field, segregated by eye, and later processing is required to produce a unified percep of visual space.

Parallel Processing in Vision

The visual signal arriving at the retina contains many different types of information including color, motion, and shape. Any extracted information may be used in many different ways and for many different behaviors. For example, reaching for your coffee mug requires precise information about the distance and orientation of the mug’s handle, whereas recognizing your own mug likely depends on color, shape and size information. A general principle appears to be the evolution of specialized systems to
extract different types of commonly used visual information efficiently. In the primate visual system (Nassi & Callaway, 2009), and indeed many other sensory processing systems (K. O. Johnson & Hsiao, 1992; Kaas & Hackett, 2000), this leads to parallel processing in which independent, specialized cells and circuits extract specific types of information simultaneously from the same position in visual space. Such parallel processing is evidenced at multiple levels of visual processing, from the retina (Wassle, 2004) to high-level visual cortex (Ungerleider & Mishkin, 1982). For example, in the retina different populations of ganglion cells with different functional properties each tile the whole retina, providing multiple complete representations of the visual field and creating a series of parallel pathways to the next level of processing. Similarly, in the LGN, there are at least three different pathways (parvocellular, magnocellular, and koniocellular—see below) that appear to capture different aspects of the visual input such as motion and color. Finally, in the cortex, visual processing beyond V1 segregates into distinct dorsal and ventral pathways that primarily process spatial and non-spatial (visual quality) information, respectively. While parallel processing is efficient, it creates a challenge for later processing stages—integrating and consolidating the different streams of information to ultimately produce a unified and coherent percept.

This chapter focuses on what the structure, function, and connectivity at different levels of the visual processing pathway reveal about the types of computation being performed and highlights the divergence and convergence of multiple parallel processing pathways.

THE RETINA

The retina is a sheet of neural tissue, 0.3–0.4 mm thick, that receives focused light from the lens of the eye. There are three primary dimensions defining light falling on the retina: position (two-dimensional location on the sheet), time, and wavelength (visible human range ~400–700 nm). Traditionally, the retina has been characterized as some sort of simple spatiotemporal filter prior to cortical processing, but recent results challenge this simplistic view (Gollisch & Meister, 2010).

There are at least 50 distinct types of retinal cell, grouped into five classes: photoreceptors, horizontal cells, bipolar cells, amacrine cells, and retinal ganglion cells (Masland, 2001a). These cells are arranged in a highly organized laminar structure (Figure 4.2). Although retinal cell types and structure are largely conserved across mammals (Wassle, 2004), the primate fovea, which enables high acuity vision, is unique (Gollisch & Meister, 2010). The following sections will briefly describe the properties of the different classes of retinal cell and the computations to which they contribute in the primate.

![Figure 4.2 Structure of the retina. (a) Radial section through retina of Cynomolgus monkey (modified from Peters et al., 2007). Note that light has to pass through many different layers of the retina to reach the photoreceptors. At the fovea, the layers above the photoreceptors are displaced, forming a “foveal pit,” allowing light to fall more directly on the densely packed cone photoreceptors in this region. (b) Schematic representation of the connections between different retinal cells. The solid and open circles represent excitatory and inhibitory chemical synapses, respectively. Resistor symbols indicate electrical coupling (gap junctions) between cells (from Gollisch & Meister, 2010). Abbreviations: B, bipolar cell; H, horizontal cell; A, amacrine cell; G, ganglion cell; P, photoreceptor.]
Photoreceptors

Specialization of visual processing begins with the photoreceptors of the retina. There are two different types, rods and cones, facilitating coverage of the full range of environmental light intensities. Rods are responsible for high-sensitivity, low-acuity vision (dim light: scotopic vision), responding to even single photons of visible light (Baylor, Lamb, & Yau, 1979). In the rod pathway, sensitivity is enhanced at the cost of spatial resolution by, for example, output from many individual rods converging onto a single rod bipolar cell (see below). In contrast, cones form the basis of color vision (Solomon & Lennie, 2007) and are evolutionarily older than rods (Okano, Kojima, Fukada, Shichida, & Yoshizawa, 1992). Relative to rods, cones have a much lower sensitivity, but higher acuity since there is much less spatial summation across individual cones, especially near the fovea (Curcio & Allen, 1990), and are responsible for daylight vision.

The spatial density of photoreceptors sets a fundamental limit on the spatial information available to higher levels of processing. The average human retina contains many more rods (~90 million) than cones (~4.5 million) but the distribution of the two photoreceptors

---

Figure 4.3  Photoreceptor distribution. (A) Density of rods (dotted line) and cones (solid line) across the horizontal meridian of the retina. Cones are predominantly located in the fovea with a peak density of ~200,000 cones per mm² falling steeply with increasing eccentricity. Further, the distribution of cones is radially asymmetric around the fovea with greater density in nasal than temporal peripheral retina (Curcio, Sloan, Packer, Hendrickson, & Kalina, 1987; O. Packer et al., 1989). In contrast, the center of the fovea (~0.35 mm diameter) is rod free with rod density increasing with eccentricity, peaking around the eccentricity of the optic disk. Interestingly, there is substantial between-individual variability in the distribution of photoreceptors (Curcio et al., 1987; O. Packer et al., 1989). (B) Optical sections of the cone mosaic from a single individual at different eccentricities in nasal retina. At the center of the fovea, there are only tightly packed cones present. With increasing eccentricity, the number of rods increases and the diameters of the cone inner segments also increase. Away from the center of the fovea, the larger profiles in the images are cones and the smaller profiles rods. Bar = 10 μm. (Replotted and modified from Curcio et al., 1990.)
differs significantly across the retina (Curcio, Sloan, Kalina, & Hendrickson, 1990). The peak density of cones is found in the fovea and falls off rapidly with eccentricity (Figure 4.3). In contrast, there is a rod free area within the fovea (~1.25 degrees diameter) with the density of rods increasing with eccentricity and peaking around the optic disk (where the optic nerve leaves the eye). In addition, for cones, but not rods, the inner segment, which serves as the light-catching aperture of the photoreceptor, increases with eccentricity (Packer, Hendrickson, & Curcio, 1989). Thus, while the maximum spatial resolution of the cone system decreases rapidly with eccentricity, its sensitivity increases.

While all photoreceptors respond to light throughout much of the visible spectrum, their peak sensitivity varies. Rods have peak sensitivity at a wavelength of ~500 nm. Further specialization occurs within cones, with different types of cone having different peak sensitivity. In some primates, including humans, there are three different types of cone (Baylor, Nunn, & Schnapf, 1987) giving rise to “trichromatic” vision. These cones have peak sensitivity to short (S, ~430 nm), medium (M, ~530 nm) or long (L, ~560 nm) wavelengths (Figure 4.4). S cones constitute only 5% of all cones, form a semiregular array, are absent from the center of the fovea, and have peak density at 1 degree (DeMonasterio, Schein, & McCrane, 1981; Martin & Grunert, 1999). However, there is a highly variable ratio and somewhat random distribution of L to M cones that differs across the retina (Deeb, Diller, Williams, & Dacey, 2000; Hofer, Carroll, Neitz, Neitz, & Williams, 2005).

Analysis of color requires the comparison of signals from different types of cones and consistent with psychophysical observations, there are red-green (L versus M) and blue-yellow (S versus L + M) opponent signals in the cone pathways.

Figure 4.4 Sensitivity and distribution of cone photoreceptors. (Color image on page C1.) (a) S- (blue-line), M- (green-line), and L- (red-line) cones respond to light throughout much of the visible spectrum but show different peak sensitivity. For comparison the dotted lines show rods and the recently discovered photosensitive ganglion cell. (b) Spatial distribution of photoreceptors in the human retina, 0.8 degrees from fovea. The left panel shows the arrangement of photoreceptors. The right panel shows the cones (S, M, L) colored according to spectral sensitivity. The S-cones are relatively sparse but form a semiregular array. The L- and M-cones are distributed randomly with frequent clumping. (Modified from Solomon & Lennie, 2007.)
Horizontal Cells

There are two main types of horizontal cell in mammals (Wassle & Boycott, 1991), providing feedback to photoreceptors and bipolar cells. H1 cells contact both rods and cones, whereas H2 cells contact cones only (Masland, 2001b; Wassle et al., 2000). Since horizontal cells pool light from a larger area than photoreceptors, they effectively produce center-surround antagonism by subtracting a broad response from a local signal (Verweij, Hornstein, & Schnapf, 2003; Wassle, 2004), ideal for detecting local changes in input. Importantly, horizontal cell feedback creates the first stage of red-green (Crook, Manookin, Packer, & Dacey, 2011) and blue-yellow (O. S. Packer, Verweij, Li, Schnapf, & Dacey, 2010) opponency in the retina.

Bipolar Cells

There are 11 types of bipolar cell in primates (Boycott & Wassle, 1991; Chan, Martin, Clunas, & Grunert, 2001; Joo, Peterson, Haun, & Dacey, 2011), 10 linked to cones and only 1 to rods. Rod bipolar cells contact between 6 (at fovea) and 40 (in periphery) rods (Wassle, 2004) and connect to ganglion cells only indirectly via amacrine cells that synapse onto cone bipolar terminals. This type of organization may reflect the late evolution of rods (Masland, 2001a).

Each cone connects to several different types of bipolar cell. Thus, even at this first synapse in the retina, the cone signals diverge into multiple parallel pathways. Cone bipolar cells are stratified within the inner plexiform layer of the retina confining their synapses to cells at the same level and segregating their connections with different types of retinal ganglion cell. The output of cones is separated into ON and OFF types, excited by light onset or offset, respectively. Cone bipolar cells fall into two main categories with distinct morphology: midget and diffuse. While diffuse bipolar cells contact between 5 and 10 cones, midget bipolar cells can exclusively connect with single cones and synapse on to a dedicated class of midget retinal ganglion cells (Masland, 2001b), enabling the greatest possible spatial resolution.

Amacrine Cells

There are at least 30 distinct types of amacrine cells in mammals (MacNeil, Heussy, Dacheux, Raviola, & Masland, 1999). Amacrine cells are inhibitory interneurons that connect with bipolar cells, ganglion cells, and other amacrine cells, providing the major synaptic input to ganglion cells (Jacoby, Stafford, Kouyama, & Marshak, 1996). Although the different types of amacrine cells have different connections and neurotransmitters, suggesting distinct functions, their precise roles are poorly understood, except in a few cases. For example, AI amacrine cells have wide-spreading axonlike processes that cover long retinal distances (Stafford & Dacey, 1997) and are likely involved in computations enabling detection of object motion (Olveczky, Baccus, & Meister, 2003). Similarly, starburst amacrine cells (so called because of their radiating dendrites), found in many mammalian species, provide a feedforward excitation onto ganglion cells that is selective for motion-direction (Euler, Detwiler, & Denk, 2002; Hausselt, Euler, Detwiler, & Denk, 2007).

Ganglion Cells

At least 17 distinct ganglion cell types have been identified, distinguished by the size and branching patterns of their dendritic trees, of which at least 13 project to the LGN (Dacey, 2004; Dacey, Peterson, Robinson, & Gamlin, 2003). The responses of a ganglion cell are often described in terms of its receptive field, the region of visual space over which stimuli elicit a response. Although often represented as Gaussians, ganglion cell receptive fields are irregular in shape but interlock to tightly map visual space (Gauthier, Field, Sher, Greschner et al., 2009). Further, the receptive fields of each ganglion cell type tile the whole retina (Field & Chichilnisky, 2007; Field et al., 2007), so a single spot of light at one point of the retina can stimulate multiple ganglion cell types conveying information in parallel to the brain (Wassle, 2004) (Figure 4.5). While differences in morphology may indicate functional differences this is not necessarily the case. For example, some ganglion cells show nearly identical receptive field overlap despite differences in dendritic overlap and this may reflect compensation within the circuitry for morphological differences (Gauthier, Field, Sher, Shlens et al., 2009).

Ganglion cell receptive fields typically have a central region with a concentric surround and may be ON center/OFF surround or OFF center/ON surround (Kuffler, 1953). The dendrites of ON center and OFF center ganglion cells stratify in either the inner or outer part of the inner plexiform layer, respectively, with their center response driven by corresponding ON or OFF bipolar cells. Additionally, differences in stratification within each part of the inner plexiform layer further separate different types of ganglion cells (Dacey, 2004) (Figure 4.6).
Figure 4.5  Retinal ganglion cell receptive fields are irregularly shaped, tightly interlock, and tile the whole retina. Contour lines representing simultaneously recorded receptive fields from four different types of ganglion cell in macaque retina. (A) ON parasol cells. (B) OFF parasol cells. (C) ON midget cells. (D) OFF midget cells. Gaps in the mosaic reflect undersampling of cells rather than gaps in the retinal representation. (Modified from Gauthier, Field, Sher, Greschner et al., 2009.)

Figure 4.6  Types of retinal ganglion cell. Schematic representations of 13 different types of monostratified and bistratified ganglion cells. The width of the horizontal bars indicates the extent of the dendritic arbors and the vertical height of the bars indicates their location within the inner plexiform layer. (Modified from Dacey, Peterson, Robinson, & Gamlin, 2003.)
Only three types of retinal ganglion cell have been thoroughly characterized: midget, parasol, and bistratified. Midget and parasol cells together comprise over 65% of ganglion cells, and the bistratified cells around 35% (Dacey, 2004). These different types of ganglion cell are thought to be the origin of the parvocellular, magnocellular, and koniocellular pathways, respectively, that are anatomically segregated through the LGN and into V1. For this reason, the midget ganglion cells are often referred to as P-cells and the parasol ganglion cells as M-cells.

**Midget Cells**

The primary functional role of midget ganglion cells has been the subject of some controversy (Dacey, 2004). On the one hand, the midget ganglion cells appear well-suited to support high acuity vision with small receptive fields (Calkins & Sterling, 1999). Close to the fovea, each midget ganglion cell receives its input from a single midget bipolar cell, which in turn connects to a single cone. At the peak of the cone distribution, there are two midget ganglion cells for every cone (Ahmad, Klug, Herr, Sterling, & Schein, 2003). On the other hand, by reflecting the input to a single cone, the midget ganglion cells might be critical for comparison of signals from different cones and thus for color vision (Reid & Shapley, 2002). Consistent with this hypothesis, they do exhibit opponency of L- and M-cone signals, with stimulation of one type of cone causing excitation and the other inhibition. Alternatively, it might be that midget cells play a critical role in both high acuity and color vision.

In peripheral retina, where ganglion cells pool signals from many cones, the nature and purity of the L- and M-cone inputs to the center and surround of midget cell receptive fields has been the subject of much debate. For example, L-M opponency could be produced by (a) pure L- or M-cone center signals with random sampling in the surround (e.g., Martin, Lee, White, Solomon, & Ruttiger, 2001), or (b) relatively pure signals in both center and surround (e.g., Buzas, Blessing, Szmajda, & Martin, 2006). Alternatively, it has been suggested that there is random cone sampling (Diller et al., 2004). Simultaneous recording of hundreds of retinal ganglion cells and subsequent mapping of all the cone inputs revealed dominant or exclusive L- or M-cone input in the receptive field center of midget cells with strong opponency (Field et al., 2010), demonstrating selective sampling that is not merely a reflection of the local density of L- and M-cones (Figure 4.7).

**Parasol Cells**

Compared to midget cells, parasol cells have much larger receptive fields, higher contrast, and higher temporal frequency sensitivity, suggesting a role in motion processing. They receive input from multiple cone bipolar cells, and are stratified near the middle of the inner plexiform layer (Dacey, 2004). Parasol cells pool across both L- and M-cones and, hence, respond strongly to achromatic stimuli.

**Small Bistratified Cells**

Small bistratified ganglion cells have receptive fields similar in size to parasol cells. They exhibit a strong ON response from the S cones, conveyed by selective blue cone bipolar cells, with an inhibitory input from L- and M-cones (Field et al., 2007). S-cone input is also observed in OFF midget cells, but very rarely in ON midget cells or any parasol cells (Field et al., 2010).

**Other Ganglion Cells**

Other types of ganglion cells that have been identified include large bistratified cells (another S-ON chromatic pathway), sparse monostratified cells (an S-OFF chromatic pathway), and smooth monostratified cells (Dacey, 2004). Many of these other types of ganglion cell are only found in small numbers. Importantly, however, this may simply be a reflection of the spatial sampling density (many have large dendritic fields) and not be indicative of overall significance in visual processing (Field & Chichilnisky, 2007). Indeed, the less common ganglion cell types in primates collectively provide more capacity than the entire cat retina (Wassle, 2004).

Two recently discovered types of retinal ganglion cell are of particular interest. First, there are photosensitive ganglion cells that express melanopsin (Berson, 2003; Dacey et al., 2005). These cells exhibit a much slower light response than rods or cones and are important for control of circadian rhythms and the pupillary light reflex (Gooley, Lu, Fischer, & Saper, 2003). Second, upsilon ganglion cells (identified based on functional rather than morphological properties) have large receptive fields and exhibit highly nonlinear spatial summation (Petrusca et al., 2007). These cells may be the equivalent of the Y-cells reported in other mammalian species that are thought to signal texture motion with no directional selectivity (Gollisch & Meister, 2010).

**Optic Nerve**

The axons from all retinal ganglion cells stream towards the optic disk in the nasal retina of each eye and form the optic nerve. There are no photoreceptors at the optic disk, producing a “blind spot” in the visual field of each eye. However, the blind spot for each eye receives some
input from the other eye and we are not normally aware of them.

There are at least 15 distinct targets in the brainstem for projections in the optic nerve (Kaas & Huerta, 1988; Rodieck & Watanabe, 1993). The vast majority of ganglion cells (~90%) project to the LGN (Perry, Oehler, & Cowey, 1984). There are six other major targets including the superior colliculus (involved in the control of eye movements), suprachiasmatic nucleus (involved in the regulation of circadian rhythms), the inferior pulvinar (high-order relay conveying signals between cortical areas), and the pretectum (involved in adjusting pupil size).

In summary, the retina receives light input, which is converted to electrochemical signals and passed through highly specific and parallel circuits culminating in responses in at least 17 distinct ganglion cell populations that project out of the retina. Rather than being a simple spatiotemporal filter, the circuits in the retina are capable of computations for extracting information such as texture motion and motion-direction. The following section will follow these signals to the LGN, which provides the major input to the cerebral cortex.

LATERAL GENICULATE NUCLEUS (LGN)

Located in the posterior part of the thalamus, the LGN is often viewed as a simple relay as signals pass from retina to cortex. However, the LGN also receives extensive input from nonretinal sources (including brainstem and feedback from cortex), that in combination exceed the retinal input, and it appears to be actively involved in the regulation of visual input to cortex (Briggs & Usrey, 2011; Casagrande, Sary, Royal, & Ruiz, 2005; Sherman & Guillery, 2002). Despite the small size of the LGN and the limited spatial resolution of fMRI, recent studies have started to reveal its functional organization in humans (Kastner, Schneider, & Wunderlich, 2006).

The LGN is largely a six-layered structure, reduced to four layers in regions responding to eccentric locations in the visual field beyond the optic disk (Kaas, Guillery, & Allman, 1972; Malpeli & Baker, 1975) (Figure 4.8). Each layer receives input from one eye, with layers 1, 3, and 5 (numbered from ventral to dorsal) receiving input from nasal retina of the contralateral eye, and layers 2, 4, and 6 receiving input from temporal retina of the ipsilateral
eye. In human and macaque, layers 1 and 2 contain magnocellular neurons, which receive input primarily from the parasol ganglion cells, while layers 3-6 contain parvocellular neurons, which receive input primarily from the midget ganglion cells. Intercalated between these six layers are koniocellular neurons (Hendry & Reid, 2000; Hendry & Yoshioka, 1994), which receive input primarily from the bistratified ganglion cells. Each koniocellular layer is innervated by the same retina that innervates the immediately overlying M or P layer (Hendry & Reid, 2000). Parvocellular neurons are the most numerous in the LGN, but there are roughly equal numbers of magnocellular and koniocellular neurons (Blasco, Avendano, & Cavada, 1999). Given this layered structure, the standard model of visual processing in the primate has been of three LGN-defined “pathways” from retina to cortex (magnocellular, parvocellular, and koniocellular). However, this is likely to be an oversimplification. First, the magnocellular layers are composed of more than one cell type, possibly reflecting input from nonparasol as well as parasol cells (Kaplan & Shapley, 1982). Second, there are multiple types of cells in koniocellular layers with different spatial, temporal, and contrast characteristics, likely reflecting inputs from multiple types of ganglion cells (Hendry & Reid, 2000; Xu et al., 2001).

In addition to the organization by eye, the LGN is also retinotopically organized, with an ordered map of contralateral visual space in each layer. In macaques, the representation of the horizontal meridian divides the LGN into a superior and medial half corresponding to the lower visual field and an inferior and lateral half corresponding to the upper visual field. Eccentricity is represented serially along the posterior-anterior dimension with the fovea represented at the posterior pole. A similar organization is found in the human LGN (W. Chen, Zhu, Thulborn, & Ugurbil, 1999; Schneider, Richter, & Kastner, 2004).

The receptive fields of LGN neurons are very similar to those observed in retinal ganglion cells showing center-surround antagonism (ON center, OFF surround and vice versa) and increasing in size with retinal eccentricity (Xu, Bonds, & Casagrande, 2002; Xu et al., 2001). In addition, LGN neurons exhibit modulation by stimuli that extend beyond the classical receptive field, often referred to as the suppressive surround since any stimuli (on or off) reduce the neuronal response (Solomon, White, & Martin, 2002). Surround suppression is stronger for magnocellular than parvocellular and koniocellular neurons (Solomon et al., 2002) and is produced by feedforward mechanisms from the retina, rather than feedback from the cortex (Alitto & Usrey, 2008). This type of suppressive effect controls the gain of LGN neurons.

The functional properties of magnocellular and parvocellular neurons are also similar to those observed for parasol and midget ganglion cells, respectively (e.g., Alitto, Moore, Rathbun, & Usrey, 2011; Derrington & Lennie, 1984; Kaplan & Shapley, 1982, 1986). Magnocellular neurons respond better to low contrast stimuli and have sensitivity to higher temporal frequencies than parvocellular neurons. Most parvocellular neurons have color-opponent (red-green) center-surround receptive fields and at any given eccentricity have higher spatial resolution than magnocellular neurons (Shapley, Kaplan, & Soodak, 1981). The functional properties of koniocellular neurons have been less well studied (in part due to the difficulty of isolating these neurons, especially in macaque) and are very diverse (e.g., Irvin, Norton, Sesma, & Casagrande, 1986; White, Solomon, & Martin, 2001). However the majority of cells carrying S-cone signals are located in the koniocellular layers (Roy et al., 2009). This means that in the LGN there is an anatomical separation between neurons carrying red-green (parvocellular layers) and those carrying blue-yellow (koniocellular layers) opponent signals.

Nonretinal Inputs to LGN

The LGN receives only 30–40% of its input from the retina (Wilson & Forester, 1995). Neurons originating in the cortex comprise the largest source of synaptic input (Erisir, Van Horn, Bickford, & Sherman, 1997; Erisir, Van Horn, & Sherman, 1997). In addition, there are inputs from the visual sector of the thalamic reticular nucleus, the superior colliculus (primarily to the koniocellular layers) and
other brainstem structures (Casagrande et al., 2005). The feedback from V1 appears to maintain three separate pathways with three groups of corticogeniculate neurons whose properties resemble those of the neurons in the parvocellular, magnocellular, and koniocellular layers (Briggs & Usrey, 2009) with projections into distinct layers in the LGN (Fitzpatrick, Usrey, Schofield, & Einstein, 1994; Ichida & Casagrande, 2002). Thus, feedback from the cortex can provide a stream-specific modulation of LGN processing. This feedback from the cortex multiplicatively increases the response of both magnocellular and parvocellular LGN neurons (Przybyszewski, Gaska, Foote, & Pollen, 2000) and attention can modulate responses in LGN in both monkey (McAlonan, Cavanaugh, & Wurtz, 2008) and human (O’Connor, Fukui, Pinsk, & Kastner, 2002). Further, activity in human LGN correlates strongly with the perceived stimulus in binocular rivalry, an experimental paradigm in which stimuli presented separately to each eye compete for representation and subjects perceive only one stimulus at a time (Wunderlich, Schneider, & Kastner, 2005). These properties are consistent with a role for the LGN beyond a simple relay, and suggest involvement in controlling attentional response gain and visual awareness (Kastner et al., 2006).

In summary, the LGN receives input from the different retinal ganglion cell populations in the retina as well as descending inputs from V1. The major output of the LGN is to layer 4 of primary visual cortex (V1), and the LGN may be involved in actively controlling the input to cortex rather than simply relaying information. The following sections will briefly discuss the overall organization of visual areas in the cortex before discussing V1 in detail.

VISUAL AREAS IN PRIMATE CEREBRAL CORTEX

The cerebral cortex is typically parcellated into a number of distinct areas based on measured differences in (a) architechtonics (e.g., differences in laminar structure), (b) connectivity, (c) visual topography (maps of visual space), and (d) functional properties (Felleman & Van Essen, 1991). However, different studies have emphasized different combinations of these criteria and many different parcellation schemes have been proposed (Van Essen, 2004). Consensus has only been achieved for a limited number of areas, including V1, V2, V4, and the middle temporal area (MT). Further, for many areas it is hard to identify the homologues in different primate species (Rosa & Tweedale, 2005). Overall, there is evidence for at least 40 anatomically and/or functionally distinct subdivisions of visually responsive cortex in the macaque (Van Essen, 2004).

In general, there are three different types of long-range connection within and between these cortical areas supporting visual processing: feedforward, feedback, and horizontal (or intrinsic) connections (for detailed review, see Bullier, 2004). Feedforward connections transfer information away from the thalamic input (e.g., LGN → V1 → V2) (Shipp, 2007). In contrast, feedback connections link cortical areas in the opposite direction. Finally, horizontal connections link neurons within a cortical area and facilitate the local processing of information in conjunction with short-range vertical connections between cortical layers.

Most of cortex, including sensory cortex, comprises six layers and the different types of connections within and between cortical areas are often layer-specific (Figure 4.9). Feedforward connections, including those from the LGN, project to layer 4 (Rockland & Pandya, 1979), which contains many small densely packed cells and is often referred to as the “granular layer.” These connections typically originate in layers 2/3 of lower cortical areas. In contrast, feedback connections often originate in the infragranular layers (5/6) and typically project to layers 1 and 5/6 of the lower area. Finally, horizontal connections are reciprocal intralaminar projections (Rockland & Lund, 1983) and exhibit patchy termination patterns that may correspond with underlying functional properties (Malach, Amir, Harel, & Grinvald, 1993; Yoshioka, Blasdel, Levitt, & Lund, 1996).

Thus, the cortex contains many visual areas with elaborate connectivity within and between them facilitating the processing of visual information. The next section focuses on one property often used to define a visual area, the presence of discrete visual topography.
VISUAL TOPOGRAPHIC MAPS

A common feature of visual cortex is retinotopic organization, similar to that observed in LGN. For example in V1, neighboring neurons respond to stimuli presented at adjacent locations in the visual field and the arrangement of responses constitutes an ordered map of visual space. There are a multitude of such retinotopic maps throughout visual cortex, and the presence of a complete map of visual space is one of the criteria used to define a distinct cortical area. While these maps were first identified based on human patients with lesions to visual cortex (Horton & Hoyt, 1991) and invasive studies in nonhuman primates (e.g., Hubel & Wiesel, 1974; Tootell, Silverman, Switkes, & De Valois, 1982), the advent of fMRI has enabled the simultaneous and noninvasive elucidation of multiple visual field maps in both human (Arcaro, McMains, Singer, & Kastner, 2009; Wandell, Dumoulin, & Brewer, 2007) and monkey (Arcaro, Pinsk, Li, & Kastner, 2011; Brewer, Press, Logothetis, & Wandell, 2002). While there are many similarities between human and monkey, more field maps have been identified in human and there may be differences in the mapping even in areas as early as V4 (Winawer, Horiguchi, Sayres, Amano, & Wandell, 2010).

Visual field maps can be identified with fMRI by systematically varying the location of a stimulus in the visual field (Figure 4.10). They are defined with respect to a fixation point, and thus, the fovea. There are two principal dimensions to retinotopic maps: distance from the fovea (eccentricity) and angular distance from the horizontal and vertical meridians (polar angle). Commonly, the maps can be measured by varying either the eccentricity of a ring stimulus or the polar angle of a wedge stimulus in the visual field and identifying the optimal eccentricity and angle of a stimulus from fovea for each location in the cortex (DeYoe et al., 1996; Engel et al., 1994; M. I. Sereno et al., 1995).

Using these methods, field maps have been identified in the occipital lobe (corresponding to V1, V2, and V3) (Brewer et al., 2002; Dougherty et al., 2003; M. I. Sereno et al., 1995), in dorsal regions extending into parietal cortex (Arcaro et al., 2011; Swisher, Halko, Merabet, McMains, & Somers, 2007) and in lateral and ventral regions extending into the temporal lobe (Arcaro et al., 2009; Brewer, Liu, Wade, & Wandell, 2005; Larsson & Heeger, 2006). Further, systematic manipulations of the location of attention or eye movements in visual space have also identified maps in parietal cortex (Schuppeck, Glimcher, & Heeger, 2005; M. I. Sereno, Pitzalis, & Martinez, 2001; Silver, Ress, & Heeger, 2005).

A common feature of visual field maps, especially those in occipital areas, is a disproportionately large representation of the foveal region. This can be expressed in terms of a linear Cortical Magnification Factor (CMF)—the mm
of cortex per degree of visual angle—which shows a rapid decrease with increasing eccentricity (M. I. Sereno et al., 1995). Relative to owl monkeys and macaques, the change in CMF is much steeper in humans, suggesting a greater emphasis on foveal vision. This foveal bias partially reflects the greater density of cones in the fovea compared with the periphery, further exaggerated by later stages of processing in the retina and LGN, which oversample foveal signals (Connolly & Van Essen, 1984).

While a retinotopic reference frame is dominant in many visual areas, particularly in posterior parts of the brain, there is evidence for head- (Duhamel, Bremmer, BenHamed, & Graf, 1997; M. I. Sereno & Huang, 2006), body- (Makin, Holmes, & Zohary, 2007; Snyder, Grieve, Brotchie, & Andersen, 1998), and world-centered reference frames (Chafee, Averbeck, & Crowe, 2007; Snyder et al., 1998) in parietal cortex. How retinotopic input is transformed into these alternate reference frames remains unclear.

In summary, retinotopic or visual field maps are a common feature of visual cortex. Having described general features of visual cortex, the next sections will discuss the first two major visual cortical areas (V1 and V2) before turning to the major pathways of visual processing in cortex.

**V1—PRIMARY VISUAL CORTEX**

V1 is also known as striate cortex because of the prominent stripe of white matter (*stria Gennari*) running through layer 4. It is the largest single area in the cerebral cortex of the macaque (Felleman & Van Essen, 1991), occupying around 13% of the total cortical surface area (Sincich, Adams, & Horton, 2003). In humans, the fractional area of cortex occupied by V1 is only around 2% (Van Essen, 2004). However, the intrinsic shape of V1 in human and monkey is very similar (Hinds et al., 2008). V1 and V2 have a mirror-symmetric retinotopic organization with the vertical meridian represented along their common border (J. M. Allman & Kaas, 1974; M. I. Sereno et al., 1995). The upper field in V1 is represented ventrally and the lower visual field dorsally. In human, most of V1 is contained within the banks of the calcarine sulcus (Hinds et al., 2008; Rademacher, Caviness, Steinmetz, & Galaburda, 1993; Stensaa, Eddington, & Dobelle, 1974) (Figure 4.10).

Staining for cytochrome oxidase (CO), a mitochondrial enzyme indicating the level of metabolic activity, reveals a distinctive pattern in V1 (Horton, 1984). Specifically, the CO density in each layer mirrors the strength of the input from the LGN with highest density in layers 2/3, 4C, 4A, and 6. Further, there is a regular pattern of dark patches (“blobs”) interspersed with lighter areas (interpatches or interblobs) prominent in layers 2/3.

The three streams defined by the three major cell types in the LGN are maintained into V1 (Sincich & Horton, 2005a). The magnocellular layers of LGN project to layer 4Cα in V1, the parvocellular layers to layer 4Cβ, and the koniocellular layers to the CO rich blobs in layers 2 and 3, layer 1, and layer 4A (Hendry & Yoshioka, 1994). The magnocellular and parvocellular layers of LGN also provide input to layer 6. While early reports suggested that the different streams remained segregated even within V1, more recently it has become clear that there are extensive interactions between the streams beyond the input layer in V1 (Sincich & Horton, 2005a). For example, the blobs and interblobs in layer 2/3 receive input from the magnocellular and parvocellular recipient layers of V1 (Lachica, Beck, & Casagrande, 1992; Yabuta & Callaway, 1998) (Figure 4.11). However, some compartmentalization may still be maintained by specialized connectivity of cell types within laminae (for review, see Nassi & Callaway, 2009).

Visual input from the two eyes—segregated into separate layers in the LGN—remains segregated in layer 4C of V1 as alternating bands across the entire thickness of the cortex. These “ocular dominance columns” can be visualized in human with fMRI (Cheng, Waggoner, & Tanaka, 2001; Yacoub, Shmuel, Logothetis, & Ugurbil, 2007). The first intermixing of the inputs from the two eyes in visual processing occurs in the layers above and below layer 4 with neurons that respond better to binocular than monocular stimulation. These binocularly driven neurons are often sensitive to retinal disparity, the small geometric differences between the images in each eye (Cumming & Parker, 1999, 2000). Such sensitivity is necessary for stereopsis, the sense of depth (Ponce & Born, 2008).

Neurons in V1 also show selectivity for color, direction, and orientation. While neurons in the input layers of V1 have similar center-surround receptive fields to those observed in LGN, in other layers, receptive fields become elongated, responding strongly to oriented bars. “Simple cells” have receptive fields consisting of distinct excitatory and inhibitory subregions, whereas “complex cells” have subregions that are intermixed (Hubel & Wiesel, 1968). This difference between simple and complex cells may reflect underlying differences in spike threshold (Priebe, Meichler, Carandini, & Ferster, 2004).
A simple feedforward model of V1 simple cells proposed that each simple cell gets its input from an array of LGN center-surround receptive fields arranged along a straight line in visual space (Hubel & Wiesel, 1962). While this model has held up well, it is debated whether feedback in the form of lateral inhibition is also needed to explain the response properties of V1 neurons and in particular the sharpness of tuning (Priebe & Ferster, 2008; Shapley, Hawken, & Xing, 2007).

There is a columnar organization for orientation preference in V1. Columns run perpendicular to the cortical surface and neurons within a given column share the same orientation selectivity and have receptive fields in the same part of the visual field. Along the cortical surface all orientations are represented. Further, at points where neurons with different orientations meet, a characteristic pinwheel pattern is formed (Obermayer & Blasdel, 1993) with a center that tends to occur near the center of an ocular dominance patch.

Although orientation columns are much smaller then the size of standard voxels in fMRI experiments, it has been demonstrated that orientation can be decoded from the response across human V1 (Haynes & Rees, 2005; Kamitani & Tong, 2005). While this could in principle

**Figure 4.11** Connections of V1. (A) Intracortical connections of V1. After the initial input to V1 from the LGN, there is substantial mixing of the signals from the magnocellular, parvocellular, and koniocellular layers with common projections into layers 2/3 and an increasing emphasis on horizontal projections. (B) Projections from V1 to V2. There are two major pathways: (1) CO blobs (patches) → thin stripe, and (2) interblobs (interpatches) → pale and thick stripes. The pulvinar projections to V2 are complementary to those from V1 and may account for the different CO staining of the thick and pale stripes. In addition to projections from layers 2/3, 4A, and 4B, there are some projections from layers 5 and 6 (not shown). (Modified from Sincich & Horton, 2005a.)
reflect local biases in the orientation column sampling of individual voxels, suggesting that MRI can be sensitive to subvoxel information, it more likely reflects a large-scale orientation map in human cortex (Freeman, Brouwer, Heeger, & Merriam, 2011; Sasaki et al., 2006).

Many V1 neurons are color-selective and some of these show no orientation selectivity (E. N. Johnson, Hawken, & Shapley, 2001). However, the organization of color selectivity in V1 has been the source of controversy over two issues (for review, see Sincich & Horton, 2005a). First, it has been debated whether color and orientation selectivity are segregated in V1 with some groups finding evidence in favor of segregation (e.g., Livingstone & Hubel, 1984) and others not (e.g., Leventhal, Thompson, Liu, Zhou, & Ault, 1995). Second, it has been debated whether color selectivity aligns specifically with blobs, with some groups finding close correspondence (Tootell, Silverman, Hamilton, De Valois, & Switkes, 1988) and others not (Landisman & Ts’o, 2002a, 2002b). While these debates may not be fully resolved, a recent study using intrinsic optical imaging reported both good alignment between color blobs and CO blobs and also low orientation selectivity within color blobs (Lu & Roe, 2008).

In summary, V1 receives input from the LGN in three streams (magnocellular, parvocellular, and magnocellular) segregated by eye. Within V1, the signals from the two eyes come together, the response properties of neurons become more complex than those observed at earlier levels of visual processing and there is some mixing of signals from the three streams. The major output of V1 is to V2, the focus of the next section.

V2

V2 is smaller than V1, but still occupies around 10% of the total cortical surface area in macaques (Sincich et al., 2003). CO staining in V2 reveals a pattern of stripes perpendicular to the V1 border (Horton, 1984; Tootell, Silverman, De Valois, & Jacobs, 1983) consisting of thick and thin dark stripes interleaved by pale thin stripes. Neurons in the different V2 stripes differ in their physiological properties (e.g., G. Chen, Lu, & Roe, 2008; DeYoe & Van Essen, 1985; Hubel & Livingstone, 1987; Lu & Roe, 2008; Shipp & Zeki, 2002a) and there appear to be separate visual field maps for each stripe type (Roe & Ts’o, 1995; Shipp & Zeki, 2002b). Early studies suggested that three functional streams were maintained from V1 to V2 with (1) the blobs in layer 2/3 in V1 projecting to the thin stripes, (2) the inter-blobs projecting to the pale stripes, and (3) layer 4B projecting to the thick stripes. These three streams were proposed to contribute to color, form, and motion/depth processing, respectively (M. Livingstone & Hubel, 1988). However, more recent studies have revealed greater inter-mixing between the projections from V1 (Sincich & Horton, 2002a) with just two major streams (Figure 4.11). First, the blobs in layer 2/3 project to the thin stripes (Sincich & Horton, 2005b) but there are also some projections from cells in other layers (Sincich, Jocson, & Horton, 2007). Second, the inter-blobs in layer 2/3, as well as cells in layers 4A, 4B, and 5/6, project to both the thick stripes and the pale stripes (Sincich & Horton, 2002a; Sincich, Jocson, & Horton, 2010). The different CO staining for thick and pale stripes despite their similar input may reflect different contributions from the pulvinar (Sincich & Horton, 2002b). There is also extensive feedback from V2 to V1, but organization of feedback projections with respect to the blobs and inter-blobs is unclear (Shmuel et al., 2005; Stettler, Das, Bennett, & Gilbert, 2002).

Like V1, V2 contains orientation- (Hubel & Wiesel, 1970; Levitt, Kiper, & Movshon, 1994; S. M. Zeki, 1978) and direction-selective neurons (Burkhalter & Van Essen, 1986), although the receptive fields are larger in V2 (Gatass, Gross, & Sandell, 1981; Smith, Singh, Williams, & Greenlee, 2001). Many neurons are selective for stimulus color (Burkhalter & Van Essen, 1986; Levitt et al., 1994) and there are a greater proportion of color-oriented neurons compared with V1 (A.W. Roe & Ts’o, 1997). There appears to be some segregation of neurons with selective responses to color, size, and motion between the different stripes in V2, consistent with some continued separation of parvocellular and magnocellular pathways, although this segregation is not absolute and all neuron types are found in all stripes (Levitt et al., 1994). However, direction-selective neurons are most prominent in thick stripes with direction maps reported in thick and pale stripes (Lu, Chen, Tanigawa, & Roe, 2010), thin stripes appear to contain a hue map (Lin, Wang, Xiao, Hu, & Felleman, 2009; Xiao, Wang, & Felleman, 2003), and orientation selectivity is strongest in thick and pale stripes (Sincich & Horton, 2005a).

V2 is thought to play a critical role in binocular depth perception (for reviews, see Cumming & DeAngelis, 2001; Parker, 2007). Most V2 neurons are binocularly driven and like V1 many are selective for retinal disparity (Hubel & Livingstone, 1987). However, tuning for disparity is very different in V1 and V2. When assessing depth of objects, human observers rely on relative disparity more than absolute disparity (e.g., Westheimer,
1979) and neurons in V2 show consistent selectivity for relative disparity (Thomas, Cumming, & Parker, 2002). In contrast, V1 neurons are selective for absolute disparity only (Cumming & Parker, 1999).

While simple orientation selectivity is common in V2, many neurons respond better to more complex visual stimuli such as angles, curves, intersecting lines, and complex gratings (e.g., polar and concentric) (Hegde & Van Essen, 2000; Ito & Komatsu, 2004; Mahon & De Valois, 2001). Further, while around 70% of V2 neurons show consistent orientation selectivity across locations within the receptive field, many others exhibit subregions within the receptive fields selective for different orientations (Figure 4.12), suggesting coding of combinations of orientations (Anzai, Peng, & Van Essen, 2007). V2 neurons are also responsive to illusory (von der Heydt, Peterhans, & Baumgartner, 1984) and texture-defined (von der Heydt & Peterhans, 1989) contours and to border ownership (which side of a contour is figure and which is ground) (Zhou, Friedman, & von der Heydt, 2000). Analysis of V2 neuronal response during viewing of natural images (Willmore, Prenger, & Gallant, 2010) suggests that V2 contains two distinct subpopulations: one with properties similar to those observed in V1, and one with more complex properties, exhibiting
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**Figure 4.12** Orientation subregions within V2 receptive fields. (Color image on page C2.) Responses (filled blue curves) of macaque neurons relative to mean firing rates (red circles) plotted in polar coordinates as a function of stimulus orientation. The gray circles show the locations tested and the radius of the circle corresponds to the maximum firing rate observed (numbers on lower right corner of each map). Solid and dashed black lines highlight subregions tuned to different orientations. (a) V1 neuron with uniform tuning. V1 neurons showed minimal variation in tuning. (b) V2 neuron with uniform tuning. (c–f) V2 neurons showing nonuniform tuning with different orientation preferences in different locations (c–e) or bimodal tuning (f). (Modified from Anzai et al., 2007.)
strong suppressive tuning. Whether any of these functional differences correlate with the anatomical structure of V2 remains to be determined.

In summary, V2 receives strong input from V1. Mixing of the parvo-, magno-, and koniocellular pathways in V1 and in the projections from V1 and V2 makes it hard to assess the distinct contributions of these pathways. However, the presence of some functional clustering by, for example, color and direction-selectivity, suggests that there may still be some separation between the signals originating from the different LGN layers that may further influence the next stages of processing.

MAJOR CORTICAL VISUAL PROCESSING PATHWAYS

A key framework that has guided visual neuroscience is the division of cortical visual processing into distinct ventral and dorsal pathways (Mishkin, Ungerleider, & Macko, 1983; Ungerleider & Mishkin, 1982). Both pathways originate in V1, with the ventral pathway coursing through occipitotemporal cortex into the temporal lobe and the dorsal pathway coursing through occipitoparietal cortex into the posterior parietal cortex. Lesions of the ventral pathway in monkey produced selective deficits in object discrimination, leading to its characterization as a “What” pathway. Conversely, lesions of the dorsal pathway produced deficits in visuospatial tasks, leading to its characterization as a “Where” pathway. Further, the dorsal and ventral pathways were found to extend into dorsolateral prefrontal cortex and ventrolateral prefrontal cortex, respectively (Macko et al., 1982). Subsequently, a patient (D.F.) (Milner et al., 1991) with a large bilateral lesion of the occipitotemporal cortex and mostly spared occipitoparietal cortex (James, Culham, Humphrey, Milner, & Goodale, 2003), was found to have impaired perception of objects (agnosia) but intact ability to reach for objects, including shaping her grasping hand to reflect the size, shape, and orientation of an object (Milner et al., 1991). Further, while D.F. could not adjust the orientation of her hand to match the orientation of a distant slot, she could orient her hand appropriately when posting a card through the slot (Goodale, Milner, Jakobson, & Carey, 1991). These findings combined with the dense interconnections between the posterior parietal and premotor areas in frontal regions (Gentilucci & Rizzolatti, 1990) led to the proposal that the dorsal stream was more appropriately characterized as a “How” than as a “Where” pathway (Milner & Goodale, 2006). More recently, it has been proposed that neither “Where” nor “How” are sufficient to adequately capture the diversity of visuospatial functions supported by this pathway and that instead the dorsal pathway should be viewed as a neural nexus of visuospatial processing giving rise to at least three distinct pathways: parieto-prefrontal, parieto-premotor, and parieto-medial temporal, which primarily support spatial working memory, visually guided action, and spatial navigation, respectively (Kravitz, Saleem, Baker, & Mishkin, 2011).

In monkey, the segregation into ventral and dorsal pathways becomes most pronounced after initial processing in V1, V2, and V3. The ventral pathway emerges from these areas to include V4 and the inferior temporal (IT) cortex. The dorsal pathway projects from V1, V2, and V3 to MT and other areas in the parietal cortex. There are both direct projections as well as indirect projections via V6 in the anterior wall of the parieto-occipital sulcus (Fattori, Pitzalis, & Galletti, 2009; Galletti et al., 2001). Parietal and superior temporal areas within the dorsal pathway, including MT and the Lateral Intraparietal (LIP) area, are heavily interconnected with each other.

In the following sections, some of the major characteristics and functional properties of regions within both the ventral and dorsal pathways will be discussed.

VENTRAL PATHWAY

There are two striking functional properties that vary with the progression along the ventral pathway: size of receptive fields and complexity of stimuli required to elicit a response (Kobatake & Tanaka, 1994; Rousselet, Thorpe, & Fabre-Thorpe, 2004; Rust & Dicarlo, 2010). At the anterior end of the ventral pathway, neurons respond to complex stimuli within receptive fields much larger than those found in V1 and V2. These properties are consistent with a processing stream that is involved in object recognition, producing specific representations of objects or object features that are abstracted away from the spatial structure of the input at the retina (DiCarlo & Cox, 2007).

Position Tolerance

One of the biggest challenges faced by the visual system is to enable rapid and accurate object processing despite vast
differences in the retinal projection of an object produced by changes in, for example, viewing angle, size, illumination or position in the visual field (DiCarlo & Cox, 2007; Edelman, 1999; Ullman, 1997). Such “tolerance” or “invariance” is often considered one of the key characteristics of object recognition (DiCarlo & Cox, 2007). Changes in position (translations) are among the simplest of these transformations, because only the retinal position of the projection of an object is affected, and not the projection itself. The increase in receptive field size along the ventral pathway has long been thought to reflect one way in which tolerance for changes in position of an object was achieved.

In V1, receptive fields are typically small (~1 degree of visual angle) becoming larger in V2 (Gattass et al., 1981) and V4 (~<4 degrees) (Desimone & Schein, 1987; Gattass, Sousa, & Gross, 1988) with the largest receptive fields found in anterior IT cortex. Early studies of anterior IT cortex emphasized the presence of very large receptive fields (>20 degrees) (Desimone & Gross, 1979; Gross, Rocha-Miranda, & Bender, 1972; Richmond, Wurtz, & Sato, 1983) and a largely preserved stimulus preference within receptive fields (Ito, Tamura, Fujita, & Tanaka, 1995; Lueschow, Miller, & Desimone, 1994; Schwartz, Desimone, Albright, & Gross, 1983). Such properties are consistent with a visual representation that is largely divorced from the retinotopic nature of the input. However, more recent studies have reported the presence of small receptive fields even in anterior IT (DiCarlo & Maunsell, 2003; Logothetis, Pauls, & Poggio, 1995) and a systematic study reported a range of sizes from 2.8 to 26 degrees with a mean size of 10 degrees, and large variability in response within receptive fields. These findings are consistent with the report of retinotopic maps in human visual cortex anterior to V4 (Arcaro et al., 2009; Brewer et al., 2005; Larsson & Heeger, 2006). Even in anterior regions where there is currently no evidence for retinotopic maps, there is substantial position information available (Schwarzlose, Swisher, Dang, & Kanwisher, 2008) and the representation of complex visual stimuli may still be dependent on position in the visual field (Cichy, Chen, & Haynes, 2011; Kravitz, Kriegeskorte, & Baker, 2010). This conclusion is supported by behavioral studies suggesting that complete position invariance is never achieved (Afruz, Pashkam, & Cavanagh, 2010; Kravitz et al., 2010; Kravitz, Vinson, & Baker, 2008). Thus, while tolerance for changes in position increases along the ventral pathway (Rust & DiCarlo, 2010), visual object representations are never completely abstracted away from the spatial nature of the input on the retina.

Form Selectivity in Single Neurons

In monkeys, the increase in the complexity of the functional properties observed from V1 to V2 continues into V4, although some properties are similar between these areas (Hegde & Van Essen, 2007). Like V2, many neurons in V4 are selective for complex gratings (Gallant, Connor, Rakshit, Lewis, & Van Essen, 1996), direction of motion (Cheng, Hasegawa, Saleem, & Tanaka, 1994) and disparity (Hinkle & Connor, 2001), with stronger effects of relative disparity than V2 (Umeda, Tanabe, & Fujita, 2007). Selectivity for color is highly prevalent in V4 and it was initially characterized as a color-processing area (S. Zeki, 1983; S. M. Zeki, 1973). Recent work suggests there may be some segregation of color and orientation sensitivity within V4 (Conway, Moeller, & Tsao, 2007; Tanigawa, Lu, & Roe, 2010). In comparing responses along the ventral pathway, much work has focused on selectivity for stimulus form.

In V4, parametric variation of simple two-dimensional contours, varying in curvature and orientation, revealed selectivity for angles and curves oriented in a particular direction with a bias for convex over concave features (Pasupathy & Connor, 1999) and acute curvature (Carlson, Rasquinha, Zhang, & Connor, 2011) (Figure 4.13). Such selectivity is also observed when the contours form part of a complex shape boundary, with neurons responding, for example, whenever a shape contains a sharp convex contour pointing to the right, with little impact of other parts of the shape (Pasupathy & Connor, 2001). Given these discrete responses to parts of a shape, it is possible to reconstruct a presented shape from the population response in V4.

More anteriorly, one of the most striking early observations of IT cortex was the presence of selectivity for complex shapes, real world objects, and even faces and body parts (Bruce, Desimone, & Gross, 1981; Desimone, Albright, Gross, & Bruce, 1984; Gross et al., 1972; Perrett, Rolls, & Caan, 1982) (Figure 4.14). To determine the critical features necessary to elicit responses an early approach was to use stimulus reduction. Starting with a complex object, features were incrementally removed to determine the minimum features necessary to elicit a strong response. While simple features are often sufficient in V4 and posterior IT, more complex features are required in anterior IT cortex (Kobatake & Tanaka, 1994; Tanaka, Saito, Fukada, & Moriya, 1991; Tsunoda, Yamane, Nishizaki, & Tanifuji, 2001). In many cases the critical features correspond more to object parts than to whole objects.
Figure 4.13  Position-specific tuning for boundaries in V4. Example V4 neuron in a macaque tuned for acute convex curvature near the top of the shape. Each circle corresponds to a single stimulus presented and the gray level surrounding each stimulus indicates the strength of response (see scale bar on right). (Modified from Pasupathy & Connor, 2002.)

Parametric variations of the dimensions of novel geometric stimuli in IT cortex have revealed selectivity for a variety of shape dimensions (Brincat & Connor, 2004; De Baene, Premereur, & Vogels, 2007; Kayser, Biederman, Op de Beeck, & Vogels, 2005). In particular, neurons respond selectively to the presence of multiple two- or three-dimensional features with some neurons showing independent selectivity for separate features, as in V4, and others selectivity for specific multipart configurations (Brincat & Connor, 2004; Yamane, Carlson, Bowman, Wang, & Connor, 2008), which may increase with training (Baker, Behrmann, & Olson, 2002). This selectivity for complex configurations appears to evolve over the time course of the neural responses (Brincat & Connor, 2006).

As in V1, columnar organization has been reported in IT cortex (Fujita, Tanaka, Ito, & Cheng, 1992; Tanaka, 1996; Tsunoda et al., 2001) with each column representing particular types of object features. However, the organization may not be strictly columnar, but reflect the presence of some discrete clusters with neurons in each cluster sharing a limited degree of selectivity (Sato, Uchida, & Tanifuji, 2009).

Overall, single-unit recording studies in monkeys have highlighted an increase in stimulus selectivity of single neurons along the ventral visual pathway, with selectivity for complex features and even faces. In single neuron studies, it is difficult to determine the large-scale organization of stimulus selectivity in the cortex. fMRI, however, is ideal for investigating large-scale structure and one of the main characteristics revealed has been the presence of large regions with consistent patterns of selectivity.

**Category Selectivity in fMRI**

By contrasting responses to different categories of stimuli, human fMRI has revealed the presence of a limited (Downing, Chan, Peelen, Dodds, & Kanwisher, 2006) number of regions selective for particular categories, including faces.
Figure 4.14  Example stimulus selectivity in inferior temporal cortex of the macaque. Response of four single inferior temporal neurons to baton stimuli composed of separate upper and lower parts. Responses are shown over 2,000 ms, aligned to stimulus onset (vertical line). Rasters show the firing of the neurons on individual trials and the histograms show the average firing rate across trials. (a) Neuron exhibiting no obvious selectivity with a strong visual response to all batons. (b) Neuron showing a strong response in the presence of the oval upper part, independent of the lower part. (c) Neuron with response modulated by both upper and lower parts. (d) Neuron responding only to a specific combination of upper and lower parts. Neurons showing this type of selectivity were more common for batons the monkey had been trained to discriminate. (Modified from from Baker, Behrmann, & Olson, 2002.)

(Kanwisher, McDermott, & Chun, 1997; Puce, Allison, Asgari, Gore, & McCarthy, 1996), objects (Kourtzi & Kanwisher, 2000; Malach et al., 1995), body parts (Downing, Jiang, Shuman, & Kanwisher, 2001; Peelen & Downing, 2007), scenes (Epstein & Kanwisher, 1998), and letter strings (Baker et al., 2007; Cohen & Dehaene, 2004; Puce et al., 1996) (Figure 4.15). Similar fMRI studies in monkeys have also revealed corresponding category-selective regions (Bell, Hadj-Bouziane, Frihauf, Tootell, & Ungerleider, 2009; Pinsk et al., 2009; Pinsk, DeSimone, Moore, Gross, & Kastner, 2005; Tsao, Freiwald, Knutsen, Mandeville, & Tootell, 2003; Tsao, Freiwald, Tootell, & Livingstone, 2006). For faces, six face-selective patches have been identified in the temporal lobe of the macaque (Moeller, Freiwald, & Tsao, 2008) (Figure 4.15). Critically, fMRI-guided single-unit recording studies within some of these patches have revealed that the vast majority of individual neurons are face-selective (Freiwald & Tsao, 2010; Tsao et al., 2006) although the information about faces appears to vary across patches (Freiwald & Tsao, 2010). Further, electrical stimulation within an individual face patch tends to elicit activation in the other patches (Moeller et al., 2008) suggesting that the patches may constitute a face-processing circuit (for discussion, see Baker, 2008). While these category-selective regions demonstrate clustering of neurons by selectivity, it is also clear that information is somewhat distributed throughout parts of the ventral stream with category-selective regions containing information about both preferred and nonpreferred categories (Haxby et al., 2001).

Support for the significance of category-selective regions comes from studies of individuals with brain damage to regions of the ventral pathway. Specific impairments have been reported for faces (e.g., Barton & Cherkasova, 2003), bodies (e.g., Moro et al., 2008), objects (e.g., Behrmann, Winocur, & Moscovitch, 1992), scenes (Aguirre & D’Esposito, 1999), and words (e.g., Mycroft, Behrmann, & Kay, 2009). Further, disrupting processing within category-selective regions using transcranial magnetic stimulation can produce specific deficits in the processing of those categories of visual stimuli (Pitcher, Charles, Devlin, Walsh, & Duchaine, 2009).
Figure 4.15  Category selectivity in monkey and human brain. (Color image on page C3.) (a) The six face patches that have been identified in monkey cortex by contrasting responses to faces with responses to objects. Patches are shown on an inflated hemisphere to show the depths of the sulci (modified from Freiwald & Tsao, 2010). (b) Locations of major category-selective regions in the human brain on both the lateral (upper) and ventral surface (lower).

Given these findings, does category define the organizational structure of the ventral pathway? As described earlier, full retinotopic maps have been described in posterior parts of the ventral stream (Arcaro et al., 2009; Brewer et al., 2005; Larsson & Heeger, 2006) as well as eccentricity biases along the ventral temporal cortex (Hasson, Levy, Behrmann, Hendler, & Malach, 2002; Levy, Hasson, Avidan, Hendler, & Malach, 2001), and it has been suggested that there might be a topography of simple shape features across IT cortex (Op de Beeck, Deutsch, Vanduffel, Kanwisher, & DiCarlo, 2008). One possibility is that the ventral pathway contains several overlapping maps for different stimulus dimensions and that category selectivity reflects the intersection of these maps producing complex and nonlinear response patterns across the cortex (Op de Beeck, Haushofer, & Kanwisher, 2008). Future work on the ventral pathway will need to address how category selectivity emerges from experience, whether it is composed of overlapping maps, and how this representational structure contributes to adaptive behavior.

DORSAL PATHWAY

While the ventral pathway is characterized by its selectivity for stimulus form, the prominent feature of the dorsal stream is selectivity for the spatial position of stimuli.
and, in particular, the direction of visual motion. Further, regions within the dorsal pathway seem to play a particular role in the planning and execution of limb (for reviews, see Culham & Valyear, 2006; Milner & Goodale, 2006) and eye (e.g., Konen & Kastner, 2008) movements and posterior parietal cortex has been implicated in many aspects of attention (e.g., Medina et al., 2009; Shomstein & Behrmann, 2006) and other high-level cognitive functions (Culham & Kanwisher, 2001; J. Gottlieb & Snyder, 2010). The following sections will focus on two highly studied regions within the dorsal pathway, Middle Temporal Area (MT), and the Lateral Intraparietal area (LIP).

Middle Temporal Area (MT)

MT, sometimes referred to as V5 (S. Zeki, 2004), is a functionally and anatomically distinct area on the posterior bank of the superior temporal sulcus in monkey (Van Essen, Maunsell, & Bixby, 1981). Anatomically, it is characterized by direct inputs from V1 and heavy myelination. Functionally, it contains a representation of the contralateral visual field with a high concentration of direction-selective neurons (S. M. Zeki, 1974). In humans, MT can be localized with fMRI, based on its responsiveness to visual motion, to the posterior/dorsal limb of the inferior temporal sulcus (Dumoulin et al., 2000; Huk, Dougherty, & Heeger, 2002). However, it is difficult to separate human MT from adjacent regions based on functional properties alone and it is often referred to as hMT+.

The input to MT is typically regarded as being primarily magnocellular with direct and indirect projections from layer 4B in V1 (Figure 4.16), which receives most of its input from the magnocellular layers of the LGN via layer 4Ca of V1 (Fitzpatrick, Lund, & Blasdel, 1985; Yabuta, Sawatari, & Callaway, 2001). The V1 neurons that give rise to this MT projection are highly selective for motion direction (Movshon & Newsome, 1996). MT also receives indirect V1 input from V2 and V3. Importantly, the V1 neurons projecting directly to MT are distinct from those neurons projecting to V2 from the same layer (Sincich & Horton, 2003). There are also at least three nonmagnocellular inputs into MT. First, there is a direct LGN input from koniocellular neurons (Sincich, Park, Wöhlkemuth, & Horton, 2004; Stepniewska, Qi, & Kaas, 1999). Second, there is a disynaptic input from parvocellular cells in the LGN via V1, which may involve the Meynert cells of layer 6 (Nassi, Lyon, & Callaway, 2006). Finally, there is a trisynaptic input from parvocellular cells via layer 4Cβ likely through the thick stripes of V2 (Nassi & Callaway, 2006).

Neurons in MT show selectivity for the direction, speed, and binocular disparity of moving visual stimuli with high-contrast sensitivity (for review, see Born & Bradley, 2005). There is some columnar organization by direction (Albright, Desimone, & Gross, 1984) and additional clustering according to disparity selectivity (DeAngelis & Newsome, 1999). The receptive fields of MT neurons are much larger than those in V1 and have strong suppressive surrounds, with similar direction and

Figure 4.16  Pathways into MT. V1 provides the major input to MT with direct and indirect connections (via V2 and V3) dominated by magnocellular contributions. However, MT also receives direct input from koniocellular neurons in the LGN and disynaptic (via layer 6 in V1) and trisynaptic (via the thick stripes in V2) input from parvocellular cells. (Modified from Nassi & Callaway, 2006.)
disparity selectivity in the center and surround (J. Allman, Miezin, & McGuinness, 1985). This makes the neurons particularly sensitive to local changes in direction and depth, useful for figure-ground segregation. While surround suppression weakens sensitivity, the suppression is reduced when stimulus contrast is decreased (Pack, Hunter, & Born, 2005), suggesting dynamic modulation of sensitivity. However, reducing stimulus strength by reducing the coherence of motion stimuli has the opposite effect, increasing surround-suppression, suggesting that modulation of surround suppression is not a general response to noisy stimuli (Hunter & Born, 2011).

Importantly, the responses of MT cells can account for perceptual decisions about motion (Britten, Shadlen, Newsome, & Movshon, 1992; Newsome, Britten, & Movshon, 1989) and depth (Uka & DeAngelis, 2003, 2004). In some cases (Newsome et al., 1989; Uka & DeAngelis, 2003), but not all (J. Liu & Newsome, 2005), single neurons are found to be as sensitive as the observers. Further, judgments about motion-direction can be biased by electrical stimulation of MT (Salzman, Murasugi, Britten, & Newsome, 1992). These findings suggest a close link between the responses of MT neurons and the perception of motion.

Given the direct and indirect projects from V1, what is the role of these different projections? Reversible inactivation of V2 and V3 with cooling disrupts selectivity for binocular disparity more than selectivity for motion direction (Ponce, Lomber, & Born, 2008). This finding is consistent with the different disparity tuning in direction-selective V1 neurons compared with that in V2 and MT (Cumming & DeAngelis, 2001). In addition, cooling V2 and V3 shifts speed-tuning in MT toward slower speeds and slightly decreases surround suppression (Ponce, Hunter, Pack, Lomber, & Born, 2011). There was no evidence for patchy inputs of the projections from V2 and V3, suggesting that the indirect projections from V1 do not correspond directly with the functional organization observed.

In summary, MT receives the bulk of its input from V1, the first stage of cortical visual processing, and primarily encodes the motion information that contributes directly to motion perception. This motion information feeds forward into the rest of the dorsal stream contributing to visually guided action and spatial perception.

**LATERAL INTRAPARIETAL AREA (LIP)**

LIP, in the lateral wall of the monkey intraparietal sulcus, receives strong input from MT and is interconnected with the frontal eye field (FEF) and the superior colliculus (Blatt, Andersen, & Stoner, 1990). However, the putative human homologue of LIP is in the posterior medial, not lateral, intraparietal sulcus (Grefkes & Fink, 2005; Koyama et al., 2004). LIP contains a representation of the contralateral visual field, with receptive fields that are larger than MT and often centered around the fovea (Ben-Hamed, Duhamel, Bremmer, & Graf, 2001). Numerous single-unit and functional imaging studies have implicated LIP and the intraparietal sulcus in the control of attention and eye movements, but the precise function of LIP is unclear. The response properties observed are often complex and cannot be covered in detail here, but some of the major findings from monkeys are summarized below.

One theory about LIP is that it serves as a priority (or salience) map, reflecting the behavioral priority of stimuli in a spatial map, enabling the effective allocation of spatial attention (Bisley & Goldberg, 2010). Support for this view comes from data showing that responses in LIP appear to reflect the salience of stimuli within the receptive field (Balan & Gottlieb, 2006; Buschman & Miller, 2007; J. P. Gottlieb, Kusunoki, & Goldberg, 1998) and are modulated by task demands (e.g., Kusunoki, Gottlieb, & Goldberg, 2000; Mirpour, Arcizet, Ong, & Bisley, 2009).

Activity in LIP also reflects perceptual decisions (Gold & Shadlen, 2007). In tasks in which monkeys must evaluate a noisy stimulus (e.g., motion), activity in LIP gradually increases in those neurons representing the location of the chosen target, with the speed of increase correlating with the strength of the perceptual signal (Shadlen & Newsome, 2001) and evidence accumulation. Further, the time at which the neural activity reaches a critical level ("decision bound") reflects reaction time (Roitman & Shadlen, 2002) and may terminate the decision process (Kiani, Hanks, & Shadlen, 2008). The same neurons that accumulate evidence also appear to represent the confidence in the decision (Kiani & Shadlen, 2009).

LIP also plays a role in maintaining a stable representation of the visual world despite the constant eye movements we make. LIP neurons encode remembered locations (Gnadt & Andersen, 1988) and the spatial representation of those locations is dynamic, shifting to the corresponding retinal location around the time of a saccade (Duhamel, Colby, & Goldberg, 1992). Effectively, the retinal coordinates of stimuli are updated to anticipate the upcoming eye movement. This stimulus "remapping" (Hall & Colby, 2011) has also been observed in the human parietal cortex (Merriam, Genovese, & Colby, 2003) and in other monkey and human extrastriate areas.
Category representations in LIP. (Color image on page C3.) (a) Monkeys were trained to group 12 possible motion directions into two categories (marked as red and blue) in a delayed-match-to-sample task. The black dotted line corresponds to the category boundary. (b) and (c) Responses to the 12 directions in two sample LIP neurons. The red and blue lines correspond to the two categories and pale lines correspond to the directions closest to the category boundary. The vertical dotted lines correspond to stimulus onset, stimulus offset and test-stimulus onset. The graphs on the right show the average responses to the 12 directions in either the delay period (a) or delay and test period (b). (Modified from Freedman & Assad, 2006.)

(Nakamura & Colby, 2002).

Neurons in LIP also contain nonspatial information about stimulus attributes such as shape (A. B. Sereno & Maunsell, 1998), color (Toth & Assad, 2002) and numerosity (Roitman, Brannon, & Platt, 2007). In monkeys trained to categorize motion direction, responses in LIP, but not MT, reflected category information (Freedman & Assad, 2006) even when the stimuli were presented away from the cells receptive field (Freedman & Assad, 2009) (Figure 4.17).

Finally, given the varied functional properties that have been reported, it is worth noting that LIP in monkeys actually contains a dorsal and a ventral subdivision (Blatt et al., 1990) with different connectivity (Lewis & Van Essen, 2000; Medalla & Barbas, 2006) and some...
distinct functional properties (Y. Liu, Yttri, & Snyder, 2010).

In summary, LIP exhibits complex response properties that differ substantially from those observed in MT, one of its major inputs. One of the challenges in characterizing the functional properties of LIP is to try and reconcile the diverse properties observed in these different, but well-defined and extensively studied tasks (e.g., Freedman & Assad, 2011).

CONCLUDING REMARKS

This chapter has surveyed visual processing in the primate from when light first enters the eye to the ends of the ventral and dorsal cortical visual processing pathways. A common theme highlighted throughout the different levels of processing, from the retina through to the cortex, is parallel processing in specialized cells or circuits. However, the segregation between different pathways is rarely complete and it is important not to oversimplify the complexity of visual processing. Through these diverging and converging pathways, the brain ultimately converts the patterns of light falling on the retina into representations of the visual world that are capable of supporting adaptive behaviors such as reaching and recognition of food, mates, and predators.

Three major aspects of visual processing were not covered in detail in this review. First, there is strong evidence that feedback plays a critical role in complex visual processing and awareness. For example, damage to the posterior parietal cortex can lead to hemispatial neglect, in which patients can neither attend to nor be aware of stimuli in one visual field. This deficit occurs despite the lack of damage to early visual areas or the ventral stream, speaking to the critical role of feedback and attention play in defining the contents of visual awareness. Further, the fact that feedback and attentional effects are found as early in the visual processing stream as the LGN, speaks to the importance of these mechanisms in optimizing and modulating almost all levels of visual processing.

Second, from the retina through the cortex, processing is modified by experience and learning over many different timescales. Many neuronal properties, even in V1, such as orientation selectivity, directionselectivity, and ocular dominance, depend on visual experience early in life (first few months after birth) (Chiu & Weliky, 2004). Short-term exposure to a particular stimulus can produce perceptual after-effects, which are reflected in changes in cell responses for example, MT (Kohn & Movshon, 2004) and retina (Hosoya, Baccus, & Meister, 2005). Finally, long-term training with novel objects can shape the response properties in the IT cortex (Op de Beeck & Baker, 2010).

Finally, this chapter only considered the major visual pathways from the retina through LGN to the cortex. However, many other pathways contribute to visual processing, including, for example, several that pass through other nuclei of the thalamus (Wurtz, Joiner, & Berman, 2011), conveying internally generated information from other brain regions to areas of the visual cortex.

For many years, the macaque monkey has been the primary model of primate visual processing. As highlighted in this chapter, the advent of human fMRI has added a wealth of new information about visual processing in the human brain. However, one of the major areas of ignorance in human brain is connectivity. Developing techniques such as Diffusion Tensor Imaging (DTI) and the analysis of common slow fluctuations between brain regions (functional connectivity) promise to shed further light on the visual processing pathways in human.
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